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Abstract: In this paper, we propose a new scheme to generate multi-view video-plus-depth using a hybrid camera system, which is composed of one depth camera and multiple video cameras. In order to create the three-dimensional (3-D) video, we first calculate the initial disparity for each view by projecting depth camera data onto each video camera using 3-D image warping. Then, a stereo matching algorithm is applied to estimate the final disparity from the initial disparity in each view. Finally, we convert the final disparity into depth information in each frame to generate a multi-view depth map. Experimental results show that the proposed hybrid camera system not only provides high-quality depth information for 3-D realistic broadcasting services, but also minimizes inherent problems of the conventional depth camera system.

1. Introduction

Three-dimensional (3-D) video has been recognized as one of the essential parts for next-generation visual media. As one of the 3-D video representations, it is widely accepted that a monoscopic color video enriched by depth information, which is often called as video-plus-depth, will be used in future 3-D video applications due to backwards compatibility to the current 2-D video systems and easy adaptability to a wide range of different 2-D and 3-D video display systems. Recently, ISO/IEC JTC1/SC29/WG11 Moving Picture Experts Group (MPEG) has been working on multi-view video-plus-depth for various applications, such as interactive 3-D games and 3-D TV services [1].

In 3-D TV research activities, it is quite important to estimate the depth information of natural scenes accurately. In the fields of computer vision and image processing, the state-of-the-art 3-D depth estimation methods have been proposed to obtain accurate depth maps [2]. However, accurate measurement of the depth map from the natural scenes still remains problematic.

As sensor technologies for obtaining depth information from natural scenes are being developed, we can directly measure the depth information in real time using an active range depth camera, such as Z-Cam developed by 3DV Systems, Ltd. [3]. The depth camera integrates a high-speed pulsed infrared (IR) light source with a conventional broadcast TV camera to capture color images and their associated depth maps simultaneously. However, although the depth camera can produce useful depth information, there are some inherent problems in the currently available depth camera system.

The first problem is that the depth map generated by Z-Cam usually includes optical noises. The second problem is that the depth camera has limitations in measuring the distance of objects in the scene. In practice, the range of the depth measurement by Z-Cam is from 1m to 4m. Another problem is that the depth camera can generate only low-resolution depth maps. Typically, the resolution of the depth map acquired by Z-Cam is 720×486. One solution to produce high-quality and high-resolution depth maps is upgrading the current depth camera. However, due to various challenges in real-time distance measuring systems, upgrading and improvements of depth cameras are very slow and expensive.

As an alternative approach to develop a new depth camera, a fusion method that combines one depth camera and multi-view cameras, has been introduced recently [4]. This hybrid camera system generates enhanced depth maps by applying a stereo matching algorithm to multi-view images with depth information captured by the depth camera. However, since this fusion system completely depends on the low-resolution depth camera, it fails to produce high-resolution depth maps.

In this paper, we propose a new scheme to generate multi-view video-plus-depth using multiple high-definition (HD) video cameras and the standard-definition (SD) Z-Cam. In the hybrid camera system, the depth camera plays a role as a supplement for depth estimation. The proposed scheme generates multi-view HD depth maps by refining the depth map initially acquired by the SD depth camera.

2. Hybrid Camera System

We construct a hybrid camera system combining five HD cameras with one depth camera, as shown in Fig. 1. Each camera in the hybrid camera system is connected to a personal computer equipped with a video capturing board. Besides, a common clock generator is linked to all cameras and provides them with synchronization signals constantly.

Figure 1. Hybrid camera system
With the hybrid camera system, we can capture seven synchronized images: five HD images from the multi-view cameras, one SD color image and its corresponding depth map from the depth camera. Since the depth camera is only available in indoor environments and its range of distance measurement is limited, we obtain a color image and its depth map for background separately. Figure 2 shows all the nine images captured by the hybrid camera system.

Figure 3 describes the overall framework of the hybrid camera system that can generate multi-view video-plus-depth information. At the preprocessing stage, after we calibrate HD cameras independently, we calculate their relative camera information to the position of the depth camera. We also apply a 3-D image warping operation onto the depth information obtained by the depth camera to project it into the world coordinate. Then, we re-project the warped depth information into the position of each HD camera one by one.

3. Multiview Depth Map Generation

Since we are employing two different types of cameras, we need to calculate relative camera information. For the relative camera calibration, we utilize a camera calibration toolbox [5]. After the camera calibration is completed, five HD images are rectified and color-segmented.
In multi-view image rectification, we find a common baseline that minimizes the sum of squared distances to the camera centers, and transform multi-view images into virtual camera images that are located on the baseline [6]. In addition, we apply a depth data enhancement algorithm to reduce optical noises in the depth map captured by the depth camera [7].

In order to generate the initial disparity map, we apply a 3-D image warping algorithm on the depth camera data. When \(D_0(p_{nx}, p_{ny})\) is the depth information at the pixel position \((p_{nx}, p_{ny})\) of the depth map, we can regard the pixel \(p_s (p_{nx}, p_{ny}, D_0(p_{nx}, p_{ny}))\) as a point in the 3-D space. The corresponding point \(p_n\) of the \(n^{th}\) HD image is calculated by

\[
p_n = \tilde{P}_s^t \cdot p_s^t \cdot p_s
\]

(1)

where \(p_n (p_{nx}, p_{ny}, 1)\) includes the corresponding pixel position \((p_{nx}, p_{ny})\) of the pixel \(p_s\) in the \(n^{th}\) HD image.

Then, the depth information \(D_n(p_{nx}, p_{ny})\) of \(p_n\) is calculated by

\[
D_n(p_{nx}, p_{ny}) = (\tilde{I}_s - t_s) + D_0(p_{nx}, p_{ny})
\]

(2)

where \(t_s\) and \(t_v\) indicates the third value of the transition matrix of the \(n^{th}\) camera \(t_s\) and the transition matrix of the depth camera \(t_v\), respectively.

In general, the matching failure on occluded regions is a big problem in the stereo matching operation. In this paper, each HD image is separated into foreground, background, and occluded regions, as shown in Fig. 4(a). Occlusion regions are detected by merging neighboring image segments between foreground and background.

After region separation, we calculate the sum of absolute differences (SAD) with the initial disparity of the segment in the foreground, and recalculate SAD with the initial disparity of the segment in the background. We regard one of two disparities as the disparity of the segment in the occlusion region by comparing their SAD values and choosing a smaller one. Figure 4(b) shows the refined disparity map after solving the occlusion problem using region separation.

![Figure 4. Solving occlusion problems](image)

In stereo matching, we first calculate the average disparity value in each segment with the corresponding disparity map generated by 3-D image warping. Then, we examine a small neighboring area around the initial disparity to refine its disparity more accurately. Since we have separate initial disparity maps for foreground and background, we perform the stereo matching operation on each segmented region independently.

The final step is refining the initial depth map. For each pixel in the \(n^{th}\) image, we calculate SAD values along with the search range in block by block by

\[
SAD = \left[ \sum_{i=1}^{w_1} \sum_{j=1}^{d} |I_j(i,j) - I_{n+1}(i,j)| \right]
\]

(3)

where \(w\) is the block size and \(d\) means the refined disparity value with a small search range.

Then, we find the block having the smallest SAD value. Thereafter, we check the disparity of the block and update the disparity of the pixel in the block by the computed one. We repeat this operation for each pixel in the \(n^{th}\) image. For boundary areas that form incomplete blocks, we only use pixels available inside the blocks. We can get the final disparity map through these procedures.

4. Experimental Results

In order to evaluate the proposed 3-D video generation scheme, we have constructed a hybrid camera system, as shown in Fig. 1. In the hybrid camera system, the distance range that we can measure by Z-Cam was from 1.75m to 6.05m, and the baseline distance between adjacent HD cameras was 20cm.

In our experiment, we captured five image sequences using the hybrid camera system. Once we had five-view HD images, we generated multi-view HD depth maps by the proposed scheme. We could generate multi-view HD depth maps in near real time, if we apply the stereo matching method only to refine the initial depth map captured by Z-Cam directly.

Figure 5 shows the multi-view depth maps generated by our hybrid camera system for the NEWSPAPER images. In order to evaluate the quality of generated multi-view depth maps, we generated intermediate views using the depth map generated by the proposed scheme. As shown in Fig. 6, boundary regions in our depth maps were clearer, especially, regions of the background curtain in the NEWSPAPER image contained accurate depth data. Therefore, we could generate intermediate views faithfully.

Figure 7 shows the result of 3-D scene modeling for the 3rd view of NEWSPAPER images. We used hierarchical decomposition for the 3-D scene reconstruction [8]. We have observed that the depth map obtained by the proposed scheme had reliable depth information subjectively.

5. Conclusions

In this paper, we proposed a new scheme that can generate multi-view video-plus-depth using a hybrid camera system. Experimental results demonstrated that we could generate high-resolution multi-view depth maps successfully. Since we refined the depth map that was initially acquired by a depth camera using various image processing techniques, the final depth information was quite accurate. We think that the proposed hybrid camera system can be exploited for 3-D video generation in 3-D multimedia applications.
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